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Bone fracture healing is a complex physiological process commonly described by a four-phase model consisting of an

inflammatory phase, two repair phases with soft callus formation followed by hard callus formation, and a remodeling

phase, or more recently by an anabolic/catabolic model. Data from humans and animal models have demonstrated

crucial environmental conditions for optimal fracture healing, including the mechanical environment, blood supply and

availability of mesenchymal stem cells. Fracture healing spans multiple length and time scales, making it difficult to

know precisely which factors and/or phases to manipulate in order to obtain optimal fracture-repair outcomes.

Deformations resulting from physiological loading or fracture fixation at the organ scale are sensed at the cellular scale

by cells inside the fracture callus. These deformations together with autocrine and paracrine signals determine cellular

differentiation, proliferation and migration. The local repair activities lead to new bone formation and stabilization of

the fracture. Although experimental data are available at different spatial and temporal scales, it is not clear how these

data can be linked to provide a holistic view of fracture healing. Mathematical modeling is a powerful tool to quantify

conceptual models and to establish the missing links between experimental data obtained at different scales. The

objective of this review is to introduce mathematical modeling to readers who are not familiar with this methodology

and to demonstrate that once validated, such models can be used for hypothesis testing and to assist in clinical

treatment as will be shown for the example of atrophic nonunions.
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Introduction

Bone fractures are among the most frequent injuries of the
musculoskeletal system. For instance, 15.3 million fractures
occur annually1 in the United States, resulting in 14 million visits
to emergency rooms or other health-care facilities.2 Although
most fractures heal without difficulty due to bone’s self-repair
capacity, a considerable amount of delayed healing and
nonunions develop with often unknown causes. Of the esti-
mated 6 million bone fractures in the United States each year,
B5–10 percent will develop slow or delayed union or
incomplete healing often referred to as nonunion.3,4 The rea-
sons for delayed healing and nonunions are often associated
with complicated, multisegmental factures, open fractures,
infection, insufficient fracture immobilization (fixation), inade-
quate blood supply and chronic disease states (including
diabetes, renal failure, and metabolic bone disease). Treating
fractures accounts for nearly half of the $56 billion
annual expenditure for trauma.5 Costs related to fracture

repair are expected to rise in the future, given the increase of the
aging population in first world countries and the associated
increase of osteoporotic patients. Hence, prevention and

effective treatment of fractures are essential both for patients’

well being and to reduce the financial burden to health-care

systems.
From a clinical perspective it is essential to identify respective

outcomes of fracture repair and provide suggestions for optimal

treatment and/or changes in treatment for individual patients.

As has been summarized in Geris et al.,6 there is currently no

generally accepted definition of nonunion of a fracture.7

Differentiation between delayed unions and nonunions is

sometimes difficult. A nonunion is generally defined as the

cessation of all reparative processes of healing without bony

union. As all regulatory processes applying to delayed unions

usually occur to a more severe degree in nonunions, the dif-

ferentiation between delayed and nonunion is often based on

radiographic criteria and time. In humans, failure to show any
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progressive change in the radiographic appearance for at least 3
months after the period of time during which normal fracture
union would be thought to have occurred, is an evidence of
nonunion.7

Clinical determinants. The different phases in fracture healing
are strongly influenced by physiological and pharmacological
factors in the prevailing environment that determine the state of
the fracture and the progress of repair. Key features include the
nature, location and extent of injury, the biomechanical forces
(for example, physiological loading and/or fracture fixation),
infection and/or disease, adjunctive drug therapies, nutrition, as
well as underlying genetic conditions.4,8 Classical treatments
for nonunions are aimed at restoring the biomechanical integrity
of the fracture site, that is, reducing excessive motion of the
fracture fragments by using external and/or intramedullary
fixators, as excessive movement inhibits repair. In contrast,
although fully rigid fixators have been shown to delay fracture
repair, certain patterns of dynamic loading have been shown to
enhance fracture healing.

The use of growth factors for enhancing fracture healing is a
relatively new treatment strategy. However, the challenge for
administrating biochemical regulatory factors is developing a
delivery system that provides a suitable concentration at the
right site of the fracture callus at the optimal time point, which
essentially mimics the growth factor concentration pattern
observed in normal healing subjects. Despite the large amount
of experimental data, additional research is required to
determine the exact mechanisms of nonunion and to design
the optimum therapeutic response.

Potential roles of quantitative mathematical modeling in
fracture repair. As will be highlighted in this review
paper mathematical modeling could have an important role in
the design of growth factor delivery, optimizing fixation in
terms of rigidity in different regions of the fracture callus,
timing for providing stem cells and optimizing their differ-
entiation status.

This review first summarizes the most commonly used
conceptual models in bone fracture healing including cellular,
biochemical and biomechanical regulatory factors (Section
‘The Biology of Bone Fracture Healing’). These conceptual
models are useful qualitative tools for hypothesis formulation.
Subsequently, it will be shown how such qualitative conceptual
models can be ‘translated’ into quantitative mathematical
models, which can then be used for integration of spatial
and temporal experimental data, hypothesis testing and making
predictions on fracture outcomes (Section ‘Mathematical
Models of Bone Fracture Healing’). This review will help readers
who are not familiar with mathematical modeling to become
acquainted with the general concept underlying this metho-
dology. Finally, several mathematical modeling approaches
applied to different spatial scales will be discussed, including
continuous and discrete modeling approaches. Using the
model developed by Geris et al.9 as a generic example, it
will be shown how computational modeling can be used
to improve current understanding of development and
treatment of atrophic nonunions. Finally we will outline the
challenges in fracture repair studies (Section ‘Outlook and
Conclusions’).

The Biology of Bone Fracture Healing

It is beyond the scope of the current review article to
summarize all biological and biomechanical aspects of fracture
healing. For recent excellent reviews focusing on fracture
biology, the reader is referred to Claes et al.,8 Schindeler et al.10

and Marsell et al.11 Thus, only the most important regulatory
mechanisms are discussed below with special emphasis on
currently utilized conceptual models of bone fracture healing
and how this information can be used to develop mathematical
models (Section ‘Mathematical Models of Bone Fracture
Healing’).

Conceptual models of bone fracture healing. The biology of
fracture healing is a complex biological process that involves
participation of many cell types, a large number of biochemical
and biomechanical regulatory factors, and expression of
several thousand genes.4 Fracture healing follows a well-
defined sequence of four phases starting with an inflammation
phase, followed by two repair phases consisting of soft callus
formation and hard callus formation, and completed via a
remodeling phase.8,10 These different phases partially overlap
(Figure 1a). As has been summarized by Claes et al.,8 this
sequence of events has been observed in many animal models
being best described in rats. Although the fracture-healing
process is similar in larger animals and humans, temporal
events occur over a longer time course which could be partly
due to the larger spatial area that needs to be bridged.

Inflammation phase. Following bone trauma, a hematoma is
formed, consisting of cells from both the peripheral and
intramedullary blood supply, as well as bone marrow cells.12,13

The hematoma is characterized by hypoxia and low pH and acts
as a temporary scaffold for the active invasion of inflammatory
cells. A large number of proinflammatory cytokines, including
TNF-a and interleukin (IL)1b, and growth factors, including
members of the transforming growth factor-b superfamily (bone
morphogenetic protein (BMP)-2, BMP-4, BMP-6), are released
early in the inflammatory phase.4,13 In addition, angiogenic
factors (angiopoetin-1, vascular endothelial growth factor are
released due to the hypoxic conditions caused by blood vessel
rupture. These factors recruit inflammatory cells and promote
angiogenesis. The acute inflammatory response peaks within
the first 24 h (that is, IL-6 and IL-1b) and is complete about
7 days after fracture in rats. A transient inflammatory response
appears necessary for optimal healing. Anti-inflammatory
treatments inhibit healing if given in the first few days following
fracture.14 Mice deficient in TNF-a show impaired fracture
healing,15 and transient exposure to TNF-a has been shown to
promote osteoblastic differentiation by mesenchymal stem
cells (MSCs).16

Repair phases (soft and hard callus). The repair phase requires the
deposition of new extracellular matrix with the initial require-
ment that the bone fracture be stabilized (Figure 1a). The
recruitment of MSCs and the regulation of their differentiation
into chondrocytes and osteoblasts is an essential requirement
to provide sufficient cells to produce the required level of matrix
formation. Stem cells are largely recruited from local tissues
within bone marrow, blood vessels, periosteum, adjacent
muscle tissue or from the circulation.10 Recruitment of sufficient
stem cells is a rate-limiting step in bone fracture healing and can
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be problematic when the stem cell population is depleted, as
occurs with ageing17 and in diseases such as diabetes.18 The
initial extracellular matrix formed during fracture repair is soft
cartilage deposited by chondrocytes. At this time the fracture
site is almost completely avascular, and is thus significantly
hypoxic. It may well be that the level of hypoxia is a determinant
of initial chondrocyte differentiation by MSCs.19

In a pattern resembling endochondral bone formation,20 the
chondrocytes then undergo hypertrophy and the cartilage
mineralizes. The mineralized cartilage is resorbed by osteo-
clasts and replaced with woven bone by osteoblasts, thus
forming a hard callus that provides rigidity to the fracture site.
Woven bone, though mechanically inferior to mature lamellar
bone, can be rapidly deposited and mineralized and provide
mechanical stability to the fractured bone by providing a large
scaffold surrounding the fracture. Vascular invasion accom-
panies the replacement of the cartilage with woven bone,
resulting in increased vascular supply relative to normal bone.8

Remodeling phase. The final stage of fracture repair is the
replacement of woven bone that bridges the fracture gap by
lamellar bone. Woven bone formed in the cortical fracture
gap is remodeled into lamellar bone due to formation of
secondary osteons. This stage is biochemically controlled by
IL-1, TNF-a and BMP-2, with expression of these factors
increasing during this phase, as opposed to most of the
inflammatory cytokines which are largely reduced. Vascular-
ization during the remodeling phase is reduced to prefracture
levels12 (Figure 1b). Periosteal and medullary calluses are being
resorbed by osteoclasts that leads to a reshaping of diaphyseal
bone, which takes about 5–8 weeks in rats and can take years in
humans.

As has been pointed out in Pivonka and Komarova21

biomedical research, including bone fracture healing, is
most commonly ‘hypothesis-driven’. Derivation of the hypoth-
esis requires the complexity of real phenomena to be reduced,
resulting in development of a conceptual model describing the
biological process, which encompasses some logical relation-
ship between the perceived key elements of the whole. The
experimental outcomes agree or disagree with the particular
stated hypothesis, allowing for the refinement of a conceptual
model. In this way, a large collection of individual observations
on different aspects of bone fracture healing is generated.
Essentially, these observations can be viewed as single pieces
of a large puzzle, for example, the systems behavior in bone
fracture healing. However, without having the overall picture in
mind (that is, the conceptual model), these individual pieces
cannot be put together in a systematic way.

In fracture healing the so-called four-phase conceptual
model (described above) is most commonly employed and
is based on observed histological sections both in animals and
humans (Figure 1a). As has been pointed out by Schindeler
et al.,10 a potential drawback of this four-phase model is that it
does not consider the often significant temporal overlap
between the different phases, but rather provides a static
picture. A useful extension of this four-phase model has been
made by Claes et al.8 by including the temporal sequence of
healing events, the biomechanical environment (that is, the
interfragmentary movement (IFM) at the fracture site), the blood
flow (that is, availability of oxygen and nutrients at the fracture
site) and the evolution of tissue volume fractions (that is,

formation of soft tissue, cartilaginous tissue and bone) into the
model (Figure 1b). It is important to note that this extended four-
phase model now contains time as an explicit variable and can
be used for formulation of a certain hypothesis such as: ‘What
happens if one interferes with the IFM and/or blood flow at a
certain time point?’

Another conceptual model of bone fracture healing has been
proposed by Little and co-workers10,22 (Figure 1c), in the
following, referred to as the anabolic/catabolic model. This
model provides an alternative explanation for the underlying
mechanisms regulating fracture healing and is based on the
balance between anabolic (that is, forming) and catabolic (that
is, resorbing) responses, which apply both to hard callus
remodeling and soft callus remodeling. In this model, many of
the cell types that are recruited to the fracture site at the early
stage of fracture healing and the associated expression of
growth factors and cytokines are viewed as a general tissue
response to injury and are thus nonspecific to bone. On the
basis of these observations, Little et al. have termed these
processes nonspecific anabolism and nonspecific catabo-
lism.10,22 On the other hand, processes related specifically to
bone such as cartilage and bone modeling and remodeling
responses are referred to as specific anabolism and specific
catabolism (Figure 1c). Similar to the extended four-phase
model, the anabolic/catabolic model includes a continuous
time course, which allows formulation of hypothesis regarding
interference with the different nonspecific and specific
responses. It is speculated that the speed of fracture healing
may be determined by the nonspecific processes (that is,
recruitment of cells, revascularization and so on), whereas the
strength of repair relates to the mechanically driven balance
between bone-specific anabolism and bone-specific
catabolism.

On the basis of the discussions above, it is clear that currently
employed conceptual models of bone fracture healing start to
depart from the classical ‘static’ view of the four-phase model
and incorporate events that are both temporally and spatially
determined. Important regulatory mechanisms such as IFM,
blood flow and different cell populations participating in fracture
repair are now viewed as temporal changing quantities. One of
the challenges in presenting conceptual models as a ‘temporal
superposition’ of individual graphs (as has been done in the
above models) is that the complexity increases with the number
of individual regulatory mechanisms. For example, in the
extended four-phase model three graphs (Figure 1b, that is,
IFM, blood flow and tissue volume fractions) need to be
‘mentally’ superposed to estimate effects of various regulatory
mechanisms on fracture healing.

Another shortcoming of these models is that they only look at
the temporal changes of a particular regulatory quantity without
considering a spatial region. For example, plotting the tissue
volume fractions or cellular distributions implicitly assumes that
these quantities are averaged over a certain domain (or volume)
of the fracture callus. Observing particularly different cell
distributions within the fracture callus, it is clear that different
regions of the fracture callus are occupied by different cell
types. As such, an (spatial) averaging over the entire fracture
callus would lead to a loss of this important information. In
addition, biological questions related to the migratory behavior
of different cell types into the fracture site require knowledge of
the spatial distribution of cells and biochemical regulatory
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factors. The concentration gradients of regulatory factors are
involved in cell recruitment, stimulation of growth and/or cell
differentiation. As one might imagine, incorporation of such
spatial components into current temporal models may prove
difficult due to the qualitative nature of these models. In
contrast, we will show that the development of quantitative
mathematical models is a rigorous way to incorporate different
cell types and regulatory mechanisms taking into account both
spatial and temporal distributions (Section ‘Mathematical
Models of Bone Fracture Healing’). In the following, we provide
a brief outlook of currently developed experimental systems,
which have the potential to assess dynamic cell distribution and
migratory behaviors in bone fracture healing.

Emerging experimental systems to investigate both spatial
and temporal events. Experimental systems for studying
bone fracture repair at the tissue level have typically involved
animal studies in mice, rats, rabbits, sheep or dogs where bone
defects or bone fractures are induced and bone repair assessed

by sequential X-ray tracking bone bridging of defects or by
sequential euthanasia of animals with histological assessment
of cell and tissue changes. These static assessments are limited
in their ability to characterize temporal and spatial relationships
between repair processes and the role of the surrounding
tissues in regulating events and providing a source of stem cells.

Recent advances in multimodality molecular imaging allows
noninvasive monitoring of specific biological processes within
living subjects and is complimentary to anatomical imaging.23

Although positron emission tomography provides great sensi-
tivity, it lacks spatial resolution and is associated with radiation
dosage and radionuclide toxicity. Similarly, optical imaging has
great sensitivity and temporal resolution, but lacks spatial
resolution and sufficient penetration depth. By combining
molecular with anatomical imaging both spatial and temporal
aspects of bone fracture healing can be assessed.

Rowe and co-workers have developed an elegant strategy for
assessing changes at the cellular level during bone repair
phases. In this experimental system, transgenic mice have been
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Figure 1 Conceptual models of bone fracture healing: (a) four-phase model based on histology providing a static picture and dynamic overlap of phases (yellow¼ granulation
tissue; dark gray, fibrous tissue, light gray, cartilaginous tissue, dashed, bone); (b) extended four-phase model according to Claes et al.8 superposing IFM, blood flow and tissue
volume fractions; (c) anabolic/catabolic model according to Little and co-workers.10,22
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developed that express fluorescent proteins specific to the
degree of osteoprogenitor differentiation (from multi-potential
mesenchymal precursor cells, through to functional chondro-
cytes and osteoblasts and to mature osteocytes). These cells
can then be identified in frozen histological specimens to
evaluate, at the cellular level, progression of fracture repair and
its dependence on cell recruitment and differentiation. More-
over, these tissues can be harvested, cells isolated and sorted
using fluorescence-activated cell sorting, and the specific
populations assessed for gene expression of growth factors
and other cell regulators to determine paracrine and autocrine
regulatory functions. These ongoing studies continue to provide
data with which to define and calibrate mathematical models of
bone fracture repair.24–27

Mathematical Models of Bone Fracture Healing

Owing to the complexity of bone fracture healing and the
limitations of experimental technologies, purely experimental
approaches are unable to fully describe the underlying bio-
chemical and biomechanical mechanisms leading to fracture
healing. As has been described in several review papers
mathematical modeling provides a powerful tool to formalize
the conceptual model underlying the hypothesis, which allows
for simulation of complex biological mechanisms in silico.6,21,28

Such models are particularly useful in situations: (i) when
simultaneous multiple events make it difficult to predict
intuitively the behavior of the system, (ii) when the time/length
scales of various events under investigation are significantly
different and (iii) when the system exhibits clearly nonlinear
(nonobvious) behavior. Hence, in-silico models can be regarded
as additional (technical) tools, apart from the commonly
employed in-vitro and in-vivo models, for hypothesis testing
and to interpret the obtained experimental data and/or
extrapolate from or between different data.

Computational models to investigate different aspects of
bone fracture healing may be distinguished based on the
particular regulatory mechanisms that have been considered
(for example, purely biomechanical models, biochemical
models and coupled models)6 or based on the particular scale
that they have been applied (for example, cellular-, tissue- and
organ scale).29 In the following, we will summarize some of the
currently developed models of bone fracture healing using the
latter classification.

Cellular-scale and tissue-scale models. Mathematical
models formulated on the cellular scale describe the inter-
actions of different cell types and biochemical regulatory
factors (Figure 2). These models are commonly referred to as
cell-population models and describe the temporal evolution of
cell densities and concentration of regulatory factors. These
models often neglect spatial influences, and quantities such as
cell density and concentration of regulatory factors can
therefore be thought of as spatial averages. Commonly
employed temporal models in bone remodeling applications are
based on the models of Komarova et al. and Pivonka et al.30–32

The most commonly employed mathematical models describ-
ing soft-callus and hard-callus formation on the tissue scale are
continuous spatio-temporal models based on partial differential
equations. In this approach different cell populations (for example,

osteoblasts, chondrocytes,andfibroblasts)and regulatory factors
are described in a continuous way (Figure 2b and c).

A model describing the reparative phase of secondary
fracture healing has been developed by Bailón-Plaza and
van der Meulen.33 In this study, the effects of growth factors
during both intramembranous and endochondral ossification
has been investigated. The model includes the densities of
MSCs, chondrocytes and osteoblasts and the concentration of
osteogenic and chondrogenic growth factors together with the
density of a combined fibrous/cartilaginous extracellular matrix
and a bone matrix. These cell densities change due to cell
migration, proliferation, differentiation, endochondral replace-
ment and cell removal (Figure 2c). Changes in matrix density
are a result of synthesis and resorption. Most of the processes
modeled are mediated by osteogenic and chondrogenic growth
factors, which are produced by the respective cells.

Geris et al.9 further extended this model to include key
aspects of healing such as angiogenesis and directed cell
migration. Over the past 5 years several additional modifica-
tions of this model have been made.34,35 An example of the
Geris et al. model together with a detailed description of the
model features is given below for the application of atrophic
nonunions in a rat model.

An alternative approach to the continuous description of cell
populations is the application of a discrete approach where
each cell is modeled individually. These so-called agent-based
approaches facilitate incorporation of cell cycle, cell prolifera-
tion and other complex cell interactions. However, they are
computationally very intensive because of the large number of
cells (or ‘agents) involved. Traditionally, these type of models
have emerged from the tumor mathematical modeling literature
based on both tumor growth and therapeutic interventions.36,37

Buenzli et al.38 have utilized this approach investigating the
interaction of osteoclasts in the formation of the resorption
cavity in osteonal remodeling. Although early models of blood
vessel formation are based on a continuous description,9 more
recent models take into account the discrete nature of blood
vessels in the fracture callus.35 Only recently, Pérez and
Prendergast39 proposed a discrete approach to cell movement
based on a ‘random-walk’ of cells within a lattice to model
proliferation and cell migration. This approach facilitates
modeling of simultaneous dispersal of different cell pheno-
types, the explicit modeling of cell proliferation and apoptosis.

For simulations of heterogeneous cell populations such as
the different osteoblast precursor populations residing in the
fracture callus (as indicated in Subsection ‘Emerging experi-
mental systems to investigate both spatial and temporal
events’) application of a discrete rather than continuous
approach might be more appropriate. However, the increase
in model resolution as obtained with agent-based models
comes at the cost of estimation of a larger number of model
parameters (see Section ‘Outlook and Conclusions’, for further
discussions).

Organ-scale models. Organ-scale models primarily focus on
the effect of mechanical stimuli on bone fracture healing.40,41

These types of models are generally formulated as continuum
models based on the theory of (poro)elasticity using finite
element analysis to compute the mechanical stimuli experi-
enced in different regions of the fracture callus (Figure 2a). To
adapt the tissue material properties (determined by the different
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material volume fractions and distributions across the fracture
callus) these models are coupled with mechanoregulatory
models of cell behavior (Figure 2b).

As has been pointed out in the previous section, biomecha-
nical control of the IFM is essential for optimal fracture healing.
Mechanical loading leads to tissue deformation, which can
induce direct stretching of cells residing in the fracture callus
and/or fluid flow.42,43 It is now well accepted that mesenchymal
cells subjected to mechanical loading (via direct stretching and/
or pulsatile fluid shear stress) may change their differentiation
pathway. Pauwels44 was the first to formulate a conceptual
model of this mechanoregulatory behavior, where cell elonga-
tion has been assumed to result in formation of fibrous
connective tissue, whereas hydrostatic pressure leads to
formation of cartilaginous tissue. In the late 70s Perren and
co-workers developed the concept of interfragmentary strain
(IFS) (Note that the commonly used terminology interfragmen-
tary deformation is equivalent to the IFS via the strain–
deformation relationship), which hypothesized that certain
tissue cannot be formed in regions that experience strains

larger than a defined failure strain.45 The IFS conceptual model
provides a practical method to evaluate different fracture
treatment strategies, but is not applicable for bone healing in
general, as it disregards the structural and mechanical (that is,
spatial) heterogeneities of the fracture callus (see also com-
ments made on IFM in Section ‘The Biology of Bone Fracture
Healing’). Further extensions of these early conceptual models
have been made first by Carter et al.46,47 using the principal
tensile strain and the hydrostatic pressure as mechano-
regulatory quantities and later by Claes and Heigele48 who
suggested strain and hydrostatic pressure to regulate cell
differentiation (see Geris et al.6 for a summary of these
conceptual models and regulatory mechanisms). Isaksson
et al.49 compared the different mechanoregulatory mechanisms
proposed by Carter et al.,47 Claes and Heigele48 and
Prendergast et al.,50 and found that combined biophysical
stimuli of shear strain and fluid velocity was closest to
experimental results (Figure 2b). Healing under torsional loading
conditions could only be predicted if a combined mechanical
stimuli of shear strain and fluid velocity was taken into account.
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This approach has been successfully applied to investigate
tissue differentiation patterns in many areas of bone healing,
including osseointegration around implants,51 osteochondral
defect healing,52 regeneration of osteotomized mandible53 and
tissue differentiation inside bone chambers.54

Another application of such organ-scale models is related to
identifying optimal fracture fixation and designing particular
stabilization devices depending on the type of fracture and the
severity of trauma55,56 (Figure 2a). Furthermore, a complete
model of bone fracture healing at the organ scale also requires
incorporation of bone remodeling and adaptation. Currently,
most models of bone fracture healing are primarily concerned
with investigation of soft-callus formation and hard-callus
formation phases. For a review on bone remodeling at the
organ scale we refer to Webster et al.29

Numerical simulation of atrophic nonunion: Geris et al.
model. Among the many proposed models using a continuum

description we will now focus on the model presented by Geris
et al.,9,57 and show how this type of model can be used to
address different hypothesis around the occurrence and
treatment of bone atrophic nonunions. Such nonunions present
a class of nonhealing fractures that display only limited external
callus formation. On the basis of experimental studies it was
hypothesized that in order to obtain successful healing out-
comes blood vessels, growth factors and proliferative pre-
cursor cells all need to be present simultaneously in the callus.
Using an integrative approach coupling in-vivo and in-silico
models Geris et al. systematically investigate these different
aspects. Furthermore, the in-silico model is used to investigate
and design different treatment strategies including cell
transplantation for atrophic nonunions.

This model includes key aspects of bone fracture healing
such as angiogenesis, cell differentiation and cell migration
(Figure 2d). We note that further extensions of this model have
been made including biomechanical regulation (of cell

Figure 3 Mathematical model of the regeneration process in healing and nonunion groups: (a) different domains of the simulations (1, periosteal callus, 2, intercortical gap, 3,
endosteal callus, 4, cortical bone); (b) boundary conditions for healing and nonunion model (FB, fibroblast, EC, endothelial cell, CGGF, chondrogenic growth factor, OGGF,
osteogenic growth factor); (c) comparison of experimentally measured (Exp) and numerically calculated (Sim) tissue constituents present within the interfragmentary gap of healing
and nonunion groups; (d) temporal evolution of the numerically calculated tissue fraction for the healing group (spatially averaged over the interfragmentary region—see insert);
(e) temporal evolution of the numerically calculated tissue fraction for the healing group with 10-fold reduced cartilage and bone production rates leading to better correspondence
between experimental and simulation results (adapted from Geris et al.57).
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proliferation rates) due to mechanical loading34 and a more
accurate (that is discrete) description of the network of blood
vessels invading the fracture site using a hybrid model.35

Although it is currently not feasible to model all different cell
types and biochemical regulatory factors involved in fracture
healing a commonly made assumption in mathematical
modeling (as well as in the development of conceptual models)
is to ‘lump’ different cell types and various regulatory factors
into generic groups. As outlined in the previous section
osteblasts residing in the fracture callus are a heterogeneous
population of osteoblastic cells at various stages of differentia-
tion. In the model of Geris et al., the terminology osteoblast
density and chondrocyte density is used to describe an average
(that is, a mixture) of osteoblastic cells and chondrocytes.
Similar chondrogenic growth factors, osteogenic growth
factors and vascular growth factors represent a mixture of
various growth factors belonging to the respective class of
growth factors.

Experimental system. Figure 3a shows the application of the
Geris et al. model to simulate fracture healing in a rat model of
atrophic nonunion. The conceptual model without bio-
mechanical regulation is shown in Figure 2d. In this model an
osteotomy was performed. The fibula was fractured manually
using the three-point bending test and a 1 mm gap introduced at
the site of osteotomy. To achieve an atrophic nonunion the
periosteum was stripped and the marrow canal was reamed in
this animal model.

Initial and boundary conditions. The geometrical domain for the
model has been chosen based on the experimental set up
assuming symmetry of the fracture site (Figure 3b). As with any
computational model, prescribing suitable initial and boundary
conditions is essential. For the atrophic nonunion case the
domain was extended at the distal end (away from the fracture
site) over a distance corresponding to the length, where the
periosteum has been stripped and the marrow canal reamed in
the experiments (Figure 3b).

The model developed by Geris et al. was first applied for
simulation of different fracture healing scenarios. It predicted
that for cases where either the periosteum was stripped or the
marrow canal was reamed, complete fracture healing is possible
with delayed bone formation in those parts of the callus site
where the MSC source was removed. Only when both
modifications were combined the occurrence of a nonunion
was predicted (Figure 3c), suggesting that the lack of stem cells
due to the applied experimental procedures affects other
process downstream in the healing cascade, including blood
vessel formation and growth factor production. Comparison of
experimental data and simulation results showed good agree-
ment of healing progression (Figure 3c). For thenonunion group,
the mathematical model predicted formation of small amounts
of cartilage and bone by postosteotomy week (POW) 8. For the
healing group, both direct bone formation (close to the
undamaged cortical bone) and cartilage formation (central
part of the callus) were predicted to form by POW 3
(Figure 3d). In these simulations the cartilage tissue was
replaced by bone via endochondral ossification by week 8.
The ossification process could be delayed by reducing the
cartilage and/or bone matrix formation rate in the model
(Figure 3e).

After the model has been tested for different healing
scenarios it was then applied to investigate various treatment
strategies. Administration of MSCs at 3 weeks postosteotomy,
that is, the time when vascularity within the interfragmentary
gap was sufficient to keep the injected cells alive has been
hypothesized as a successful treatment for atrophic nonunions.
The model suggested that, after injection of the cell transplant at
POW 3 in the center of the callus region, the amount of bone
gradually increases whereas the amount of fibrous tissue
decreases up to POW 16. Formation of a small amount of
cartilage was also predicted with endochondral ossification still
in progress at POW 16 (Figure 4aI, aII). Interestingly, the amount
of soft tissue present at POW 16 depended strongly on the
exact location of injection of the cell transplant with excentral
injection leading to unicortical bridging (Figure 4bI, bII). Another
simulation addressed a commonly employed technique of
growth factor and/or cell administration, close to but outside of
the callus. However, the simulation results showed that such a
treatment strategy would result in the formation of a layer of
bone closest to the cell source, which would prevent other cells
from migrating into the center of the callus (Figure 4c).

Outlook and Conclusions

As has been pointed out in this review one of the still open
questions in fracture biology (and tissue engineering in general)
is related to the transduction of mechanical signals from the
tissue level down to the cell or even to the intracellular level. It is
currently not clear to which extend mechanical quantities such
as strain, strain rate and/or fluid flow are driving cellular
responses such as ligand production and/or cell differentiation,
proliferation and migration. From the review of Bonewald and
Johnson42 it is clear that osteocytes are the major mechan-
osensing cells in bone that respond both to changes in the
biochemical and biomechanical environment via expression of
receptor activator of NFkB ligand, sclerostin and other reg-
ulatory factors. It is likely that cells in a regenerating tissue
might respond in a similar way to mechanical stimuli, although
the mechanical environment, that is, magnitude of strain,
strain rate and so on may be quite different. Methods to quantify
these different mechanoregulatory mechanisms remain to
be determined.

To quantify different mechanical stimuli such as strain, strain
rate and fluid velocity in-vivo including anatomical realistic
geometry, muscle loading, effect of fixator device and realistic
tissue properties of the fracture callus are essential. Several
multiscale computational models have been developed to
address this problem (Figure 2). However, these type of models
require a large amount of experimental data related to the model
parameters, which reflect tissue, cell and regulatory factor
properties. Both in-vitro and/or in-vivo experiments can be
designed to estimate these model properties.

Although conceptual models are commonly utilized in bone
fracture research, mathematical models have only recently
been applied in this field. In view of the ever increasing amount
of experimental data available and the growing sophistication of
conceptual models used for experimental design and
hypothesis testing, mathematical models are novel tools for
augmenting experimental analysis, providing new information
about potential regulatory mechanisms, and suggesting new
hypotheses that allow for a deeper understanding of underlying
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complexities. In particular, such models can be used as clinical
tools to investigate the etiology and treatment of fractures as
has been shown here on the example of atrophic nonunions. We
believe that utilizing such a combined in silico–in vivo approach
will help to optimize experimental and clinical studies on
fracture healing.
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